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What is Sentiment Analysis?



What is Sentiment Analysis?
“Sentiment analysis and opinion mining is the field of study that analyzes people’s 
opinions, sentiments, evaluations, attitudes, and emotions from written language.”

Bing Liu, “Sentiment Analysis and Opinion Mining” Morgan & Claypool Publishers, 2012.

SA works on the subjective/evaluative/emotive components of textual 
information, which have often been ignored in the objective/factual/topical 
analysis usually performed in traditional TA.

https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwj7-I2Q643WAhUD6xQKHb9mAe4QFggrMAA&url=https%3A%2F%2Fwww.cs.uic.edu%2F~liub%2FFBS%2FSentimentAnalysis-and-OpinionMining.pdf&usg=AFQjCNGUQjA-6VqzYR3Lcp-iZD6WZ5pk9g


Topic vs Sentiment
Topic and sentiment are two main orthogonal dimensions:

● Topic/Fact/Objective information
● Sentiment/Opinion/Subjective information (affective states, emotions. . . )

Topical analysis:

● Discriminating political news from sport news.
● Extracting mention of names of persons in text.

Sentiment analysis:

● Discriminating between favorable and negative attitude toward a subject.
● Identifying the expressions of an emotion and the target of that emotion.



Topic vs Sentiment

Objective information:

The 4.7-inch display on the iPhone 6 is arguably its best feature.

...concerns have been raised about the relatively low resolution (1334 x 750 pixels)

Source 

http://www.forbes.com/sites/gordonkelly/2015/01/12/best-and-worst-things-about-the-iphone-6/


Topic vs Sentiment

Subjective information:

The 4.7-inch display on the iPhone 6 is arguably its best feature.

...concerns have been raised about the relatively low resolution (1334 x 750 
pixels)

Source 

http://www.forbes.com/sites/gordonkelly/2015/01/12/best-and-worst-things-about-the-iphone-6/


Topic vs Sentiment
Classification of documents:

● with respect to the Thomson Reuters 

taxonomy*.

● with respect to the content being a positive, neutral, or a negative 
evaluation†.

{"data": [{"text": "I love Titanic.", "id":1234, "polarity": 4},

          {"text": "I hate Titanic.", "id":4567, "polarity": 0}]}

* Source † Source

http://thomsonreuters.com/en/products-services/financial/market-indices/business-classification.html
http://help.sentiment140.com/api


Topic vs Sentiment
Extraction of information: 

● regarding objective properties

The NBA player Michael Jordan is from the United States of America*

Organization Person Location

● regarding the expression of opinions.

soldiers with 20 years or more service are generally satisfied with termination 

packages being offered†

Agent Attitude Target

* Source † Source

https://github.com/EuropeanaNewspapers/ner-corpora
http://mpqa.cs.pitt.edu/annotation/mpqa_practice/


Annotation of radiology reports

http://www.esuli.it/publications/ESWA2013a.pdf


Opinion Annotation in GATE

http://mpqa.cs.pitt.edu/annotation/


Facts, Sentiments and Big Data



When looking for factual information, the comparison of many sources of 
information allows to check for its truth, consistency and relevance.

Temporal/spatial anomalies in the use of language, e.g., spikes in the use of 
words like “earthquake”, “shots”, “explosion”, may allow to recognize events, 
and gather relevant data about them.

Image source

Facts and Big Data

http://socialsensing.it/


Event recognition from hashtag distribution over time

https://arxiv.org/abs/1605.01895


Subjective information is varied by definition.
The more sources are compared, the more the vision of the feelings on the 
matter is complete.

Sentiment and Big Data

https://www.amazon.com/gp/review/R3PJBV1ATDB7RN?ref_=glimp_1rv_cl
https://www.amazon.com/Canon-Digital-18-55mm-discontinued-manufacturer/dp/B004J3V90Y/


Sentiment and Big Data

Twindex

https://bits.blogs.nytimes.com/2012/08/01/twitter-unveils-the-twindex-a-new-political-index/
https://bits.blogs.nytimes.com/2012/08/01/twitter-unveils-the-twindex-a-new-political-index/
https://bits.blogs.nytimes.com/2012/08/01/twitter-unveils-the-twindex-a-new-political-index/


Why Sentiment Analysis?
(Is it of practical use?)



Why Sentiment Analysis?
When we have to take a decision we look for the opinion of the others.

The textual user-generated content that is

● shared on the Web/social networks,
● written in open-ended questions in questionnaires,
● sent to companies as feedback, . . .

contains

● voluntarily produced,
● unconstrained,
● first-hand/personal,
● fresh,

evaluative information about our topic of interest.



Why Sentiment Analysis?
Practical example: customers satisfaction questionnaires.

● Are you happy with us? yes/no

● How much are you happy on a scale from 0 to 10?

● Your vote is determined by our: ☐ rates ☐ service ☐ other

● Write here any other feedback: _____________________________

The first three answers can be directly automatically processed to extract 
statistical information.

The last answer to an open-ended question is the only potential source of 
unexpected information.
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Sentiment Analysis tasks



Sentiment Analysis tasks
Most of SA research and applications are focused on the simple positive vs 
negative dichotomy (or a graded scale among this two opposites).

Most common SA tasks:

● Subjectivity/polarity classification
● Regression
● Opinion extraction
● Quantification

There is also research on emotions, attitude and humor in human language.



Classification
Classification: determining the attitude of the author of a document toward 
the document subject matter.

By subjectivity: determining if the text contains or not subjective evaluations.

“The movie is set in WW2” → Objective

“The plot is confusing” → Subjective

By polarity: determining if the subjective evaluations are positive or negative 
with respect to its topic.

“This movie is a masterpiece” → Positive



Regression
Regression: extending the polarity classification problem to a ordinal scale.

Typical scenario: “Star rating” of product reviews.

“This phone is not worth its price”  

Regression can produce a global evaluation or be focused on specific aspects.



Extraction
Extraction: identifying the expressions of an opinion, its properties, and the 
target of that opinion.

“The phone has a great display but it is killed by the small battery”  

(display: great, positive), (battery: small, negative)

Extraction is often modeled as a classification problem at the word level.

The output of extraction contribute to build a knowledge base, which can be 
then queried by traditional methods from Information Retrieval and Data 
Mining.



Extraction

Example of extraction of aspect-related relevant evaluations, Google Shopping



Quantification
Quantification is a problem of aggregate analysis: a set of documents is 
processed as a single entity in order to determine some properties of the 
whole set.

● Determining the proportion, and its trend over time, of positive reviews 
about a product.



Sentiment Analysis methods
There is no one-stop solution for Sentiment Analysis.

Sentiment Analysis is not a single problem.
Sentiment Analysis is not a dataset.
Sentiment Analysis is not a lexicon.
Sentiment Analysis is not an algorithm.

Sentiment Analysis is a special scenario for text analysis problems.

A “standard” method produces 70-90% of the result.

Exploiting the characteristic that are specific of a given Sentiment Analysis 
problem produces that 10-30% improvement that separates an average 
solution from a good one.



Sentiment Analysis methods
Multidisciplinary approach:

● Natural Language Processing
● Information Retrieval
● Machine Learning

The template solution to a sentiment analysis problem is the same of a 
“generic” one, e.g.:

Most of sentiment-specific methods deal with capturing how sentiment are 
expressed in natural language.



The language of opinions



The language of opinions
The language we use to express our subjective evaluations is one of the most 
complex parts of language.

There are many components in the language of opinions:

● Global/Domain-specific lexicon.
● Valence shifters/Comparative expressions.
● Irony, sarcasm, common knowledge.
● Other aspects, e.g., morphology. . .

The main aim of NLP/IR/ML applied to Sentiment Analysis is to recognize 
sentiment expressions and to model them into semantic abstractions.



The language of opinions
Some words have a globally recognized sentiment valence in any context of 
use, e.g.: “good”, “poor”, “perfect”, “ugly”

“A good tool that works perfectly”

“I had an horrible experience”

General purpose lexical resources list these words associating sentiment 
labels to them, e.g.: 

● The General Inquirer lexicon
● WordNet affect
● SentiWordNet



The language of opinions
Domain/aspect-specific expressions: words that have a sentiment valence only 
when used in the context of a specific domain, or when they are associated 
with a specific aspect.

“The phone is made of cheap plastic”

“The carrier offers cheap rates”

“We have got a warm welcome”

“We have got a warm beer”

A collection of text from the domain can be used to build a domain lexicon.



The language of opinions
Negation and valence shifters: they do not determine sentiment directly but 
have influence on it.

It is difficult to determine their scope and combined effect.

“This is a very good car” (increment)

“This car is not very good” (flip, decrement)

“I don’t like the design of the new Nokia but it contains some intriguing  functions”

“Not only is this phone expensive but it is also heavy and difficult to use”

Workshop on Negation and Speculation in NLP

https://www.clips.uantwerpen.be/NeSpNLP2010/


The language of opinions
Punctuation, emoticons, emoji:

“7AM battery 100% - 9AM 30% :(“

Irony, sarcasm:

“Light as a bulldozer”

“The most useful idea since the DVD rewinder”

Common knowledge:

“Windows Vista: the new Windows ME”

“Windows 7: the new Windows XP”



https://www.amazon.com/Wheelmate-Laptop-Steering-Wheel-Desk/dp/B000IZGIA8


Sentiments, Emotions, Humor



Affective computing
Modern Sentiment Analysis applications are mainly data mining oriented 
and focused on the evaluations expressed toward the subject matter of the 
text.

There is also active research on the topic of affective computing, more 
related to psychology and cognitive sciences.

In affective computing the focus is on the human computer interaction, 
aiming at identifying the emotions and feelings conveyed by the text to the 
reader.



Affective computing
Recognizing the expression of six basic emotions: anger, disgust, fear, joy, 
sadness and surprise:

“He looked at his father lying drunk on the floor” (disgust)

“She was leaving and she would never see him again” (sadness)

“She turned and suddenly disappeared from their view” (surprise)

“They celebrated their achievement with an epic party” (joy)

Strapparava and Mihalcea. Learning to Identify Emotions in Text. SAC 2008

https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&cad=rja&uact=8&ved=0ahUKEwijvaTR6ZLWAhUBmRQKHUULC5YQFgg2MAE&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Bjsessionid%3DC5A93AF1E36591EB0FD17B8E79431EF4%3Fdoi%3D10.1.1.217.62%26rep%3Drep1%26type%3Dpdf&usg=AFQjCNFzwz41eHFobYZT2gcyssfYlppu-Q


Computational humor
Generating and recognizing humor: jokes, puns, wordplay.

“Beauty is in the eye of the beholder”
“Beauty is in the eye of the beer holder”

Generation is usually based on templates, recognition is mainly based on 
stylistic features.

An example of application is building a language playground for people with 
complex communication needs.

Ritchie et al. A practical application of computational humour. ICCC 2007.
Mihalcea and Strapparava. Learning to Laugh (Automatically): Computational 
Models for Humor Recognition. Computational Intelligence, 2006.

http://computationalcreativity.net/ijwcc07/papers/ritchie-et-al.pdf
http://onlinelibrary.wiley.com/doi/10.1111/j.1467-8640.2006.00278.x/abstract
http://onlinelibrary.wiley.com/doi/10.1111/j.1467-8640.2006.00278.x/abstract


Irony and sarcasm
Irony and sarcasm are pervasive on social media.

Both are linguistic phenomena that rely on context and common knowledge.



Irony and sarcasm
Research on computational recognition of irony is at an early stage, mainly 
focusing on syntactic features.
Data is often collected from tweets with #ironic or #sarcasm hashtag.

Wallace, "Computational irony: A survey and new perspectives" AIR 2015
Hernández & Rosso "Irony, Sarcasm, and Sentiment Analysis" Chapter 7 in 
"Sentiment Analysis in Social Networks" Liu, Messina, Fersini, Pozzi 

https://link.springer.com/article/10.1007/s10462-012-9392-5
https://books.google.it/books?id=aS2lCgAAQBAJ&printsec=frontcover&source=gbs_ge_summary_r&cad=0#v=onepage&q&f=false
https://books.google.it/books?id=aS2lCgAAQBAJ&printsec=frontcover&source=gbs_ge_summary_r&cad=0#v=onepage&q&f=false

