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Tests and confidence intervals for classifier performance

The Caret package

For resampling methods, see Lesson 28

See R script
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https://topepo.github.io/caret/


Binary classifier performance metrics
Confusion matrix (in R packages, it is transposed)

Metrics computed on a test set are intended to estimate some parameter over the general distribution.

• X = (W ,C ) ∼ F , i.e., F is the (unknown) multivariate distribution of predictive features and class

• Accuracy ACC of a classifier y+
θ is a point estimate of EF [1y+

θ (W )=C ] = PF (y
+
θ (W ) = C )
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https://en.wikipedia.org/wiki/Confusion_matrix


Probabilistic binary classifier performance metrics

• Binary classifier score sθ(w) ∈ [0, 1] where sθ(w) estimates η(w) = PθTRUE (C = 1|W = w)

• ROC Curve [Cfr. also Lesson 16]
▶ TPR(p) = P(sθ(w) ≥ p|C = 1) and FPR(p) = P(sθ(w)|C = 0)
▶ ROC Curve is the scatter plot TPR(p) over FPR(p) for p ranging from 1 down to 0
▶ AUC-ROC is the area below the curve What does AUC-ROC estimate?

• Squared error loss or L2 loss or Brier score: 1
n

∑
i (sθ(wi )− ci )

2

• Classifier is calibrated if P(C = 1|sθ(w) = p) = p classifier-calibration.github.io

▶ Binary Expected Calibration Error (binary-ECE):
∑

b
|Bb|
n |Yb − Sb|

□ Bb is the set of i ’s in the bth bin, Yb = |{i | i ∈ Bb, ci = 1}|/|Bb| , Sb = (
∑

i∈Bb
sθ(wi ))/|Bb|

https://classifier-calibration.github.io/

