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Controlling robots

Control Algorithm

Sensors

Actuators

while (true) {

read_sensors()

compute_motion()

actuate()

wait()*

}

* loop should run at a 

fixed frequency
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Controlling robots

Control 

Algorithm Sensors

Actuators

read_sensors() {
read_adc()
count_steps()
convert_to_angle()

}

actuate() {
convert_angle_to_C()
write_dac()

}
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Controlling robots (today)

Sensors

Actuators

while (true) {

receive_data()

compute_motion()

send_commands()

wait()

}

Control 

Algorithm read_sensors()

actuate()

actual joint 

angles, 

velocities, 

torques

desired joint 

angles, 

velocities, 

torques

Robotics 

middleware
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Robotics Middlewares

There is no standard solution, and in fact, there are many middlewares.

However, most of them provide at least:

• hardware abstraction

• inter-process communication
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ROS: Robot Operating System

• Process 

management

• Inter-process 

communication

• Device drivers

• Simulation

• Visualization

• Graphical user 

interface

• Data logging

• Control

• Planning

• Perception

• Mapping

• Manipulation

• Package 

organization

• Software 

distribution

• Documentation

• Tutorials

ROS is a distributed, multi-lingual, open-source robotic middleware.
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ROS Nodes

The node is the minimal execution element of a ROS architecture:

• single-purpose, executable program

• individually executed and managed

• exchange messages between them ROS Master

Node 1 Node 2

registration registration
The ROS Master manages the 

communication between nodes 

and every node registers at 

startup with the master.

messages

Nodes have two way to communicate between them: topics and services.
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ROS Topics

ROS topics work using the publish-subscribe pattern:

• one publisher for every topic

• multiple subscribers

• single direction

• messages are typed

• asynchronous

Node 1
(publisher)

Node 2
(subscriber)

Node 4
(subscriber)

Node 3
(subscriber)sensor_msgs/Image

std_msgs/Header header
uint32 seq
time stamp
string frame_id

uint32 height
uint32 width
string encoding
uint8 is_bigendian
uint32 step
uint8[] data Let’s try it out!
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ROS Services

ROS services are remote procedure calls:

• one node provides a service

• multiple nodes can use that service

• information is bidirectional

• messages are typed

• synchronous
Node 1

(client)

Node 2
(server)

controller/SetPIDParameters
string joint
float64 kp
float64 ki
float64 kd
---
bool success

request

response

Let’s try it out!
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ROS Enabled Robots

/right_camera

A robot that publishes sensors reading an listens for motor commands by subscribing.

/right_ft

/rhip_enc

/rknee/pos

/rknee/vel

subscribe

subscribe

publish

publish

publish
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Robotic simulators

A robotic simulator is a piece of software mimics the robotic system and its surrounding 

environment to some level of accuracy. It may include:

• physics engine for more realistic simulations

• 3d rendering

• support for a robotic middleware

Robotics Toolbox V-REP
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• rapid prototyping (hw): much faster to test design changes
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Why simulate robots?

• cheaper: robots are expensive and may not be available

• rapid prototyping (sw): much faster to test control algorithms

• rapid prototyping (hw): much faster to test design changes

• avoid these kind of situations 

However, it is important to remember that simulations are just simplified versions of 

reality, thus controllers that work in simulation may not work on the physical robot!
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Gazebo

Gazebo is a robotic simulator (originally) developed as part of ROS.

Main features:

• multiple physics engines supported (ODE, Bullet, Simbody, DART)

• 3d rendering via OGRE

• extensible through plugins (i.e. to add ROS/robots support)

• support for standard robot description formats (URDF, SDF)

• open source

• client-server architecture
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Gazebo

Inside a Gazebo simulation:

while (true) {

execute_plugins()

apply_forces_bodies()

compute_collisions()

integration_step()

update_visuals()

}

World

Light

Cube1

Robot

Cube2

Cube3

Table

top legs

base

L1

.

.

.

L2

Ln

J0

J1

J2

Jn-1

ROS 

plugin

topic

topic

J

subscribe

publish

Gazebo simulation loop:



The Neurorobotics Platform (NRP)

The Neurorobotics Platform is a simulation toolkit that aims at providing synchronized 

neural and robotic simulations, and data transfer from robot sensors/actors to brain areas 

and vice versa.

A REALISTIC ENVIRONMENT

SP 10 

NEUROROBOTICS PLATFORM
 

 

 

INSTITUTIONS SPONSORS

REALTIME SIMULATION

In a neurorobot ic experiment  a brain model is connected to a body or robot  w hich is embedded in a dynamic 

environment . Thus, it  is possib le to observe the dynamics of the brain model in a closed act ion-percept ion 

loop. 

The Neurorobot ics Plat form w ill allow  non-robot icists to design and run virtual neurorobot ics experiments, 

w here the robot  as well as it s environment  are simulated w ith high f idelit y.

Here we present  the current  state of the Neurorobot ics Plat form: a simulat ion of a virtual room that  w ill soon 

become the virtual laboratory. 

THE VIRTUAL LABORATORY

The Neurorobot ics Plat form is used in three 

phases. First , the design phase, w hith 

d ifferent  designers to help the user in 

modelling the parts of a neurorobot ics 

experiment . Second, the run phase w hich 

comprizes the lock-stepped simulat ion of 

the brain, robot  and environment  models. 

Finally, the visualizat ion phase during w hich 

the user can visualize the experiment . The 

visualizat ion phase has tw o modes. In the 

online mode, the simulat ion runs in realt ime 

and the user has the possib ilit y to interact  

w ith the simulat ion (user-in the loop). In the 

off line mode, the user replays the result s of 

OVERVIEW

The Neurorobot ics Plat form uses GAZEBO 

as it s w orld simulat ion engine. The brain 

models are simulated by any PyNN com -

pat ib le simulator.

The f irst  realt ime simulat ion of the virtual 

room w as done one the Display W all  in 

the BBP off ices in Lausanne.

The Display W all has 12 Full HD monitors 

w hich are connected to tw o high-end 

computers w ith 3 graphics cards each.

By target ing the Display W all f irst , the 

Neurorobot ics Plat form team direckt ly 

rackled one of the b iggest  challenges: 

high-f idelit y rendering on large d isp lays.

The f igures on the right  show  the desktop 

rendering of the virtual room, using 

GAZEBO (top) and the high-f idelit y ren -

dering on the Display W all (bot tom).

a simulat ion an. In this mode, the user can 

change the camera posit ion and change 

the type of informat ion d isp layed.

The user can interact  w ith the simulat ion 

via a w eb interface that  can run on a desk -

top computer or a mobile device, such as 

a tablet  computer.

The Neurorobot ics Plat form w ill be seem -

lessly integrated into the HBP Unif ied 

Portal.

SP6 just  released a beta version of the 

portal and the development  of the neuro -

robot ics component  of the portal w ill start  

in the follow ing months.

The f irst  virtual environment  of the 

neurorobot ics p lat form is a to-scale model 

of the EPFL off ice environment .

The virtual room also contains the 

accurately modelled items found in the 

off ice, such as lamps, p lants, and computer 

screens. W ithin this off ice, a mobile robot  

(husky) moves and reacts to simple visual 

st imuli show n on the computer sceens. 

The art ist ic renderings on the right  show  

the ind ividual assets of the virtual room as 

w ell as the ent ire room as it  should appear 

to the user w ho is standing in front  of the 

d isp lay w all.

 Using an exist ing off ice as b lueprint  for 

our f irst  virtual environment  has the 

advantage that  w e can easily check the 

f idelit y of the simulat ion.

In later versions, the off ice w ill t urn 

into a virtual laboratory that  allow s 

to simulate behavioral experiments 

in w hich a virtual mouse or robot  

body is cont roled by a simulated 

brain model.

Neuromorphic Computing

Lorenzo Vannucci

More on these kind of control methods in future lessons…



NRP features

• physical and robotic simulations are 

provided by Gazebo, via the ROS 

middleware

• web-based frontend for visualization 

and environment creation (replacing 

the standard Gazebo client)

• control loop implemented though a set 

of (transfer) functions that are called at 

every iteration of the loop

• includes a robot and environment 

designer

• more features will be discussed in 

future lessons

Neuromorphic Computing

Lorenzo Vannucci
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PID controller

A PID controller is a low level feedback controller for a single joint capable of moving the 

joint from the current position to a desired position. This is done by converting the 

desired joint angle into an actuation signal (usually voltage).

𝑉 𝑡 = 𝐾𝑝𝑒 𝑡 + 𝐾𝑖න
0

𝑡

𝑒 𝜏 𝑑𝜏 + 𝐾𝑑 ሶ𝑒 𝑡

𝑒 𝑡 = 𝑞𝑑(𝑡) − 𝑞𝑎(𝑡)
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PID controller implementation

Let’s try to do implement a discrete PID controller for the elbow joint of the iCub robot 

simulated in the NRP:

• simulation loop runs at 50Hz (every 20ms of simulated time)

• control signal is the elbow joint velocity, not voltage

• target motion is

• discrete PID 𝑉 𝑛 = 𝐾𝑝𝑒 𝑛 + 𝐾𝑖𝑒𝑖(𝑛) + 𝐾𝑑𝑒𝑑 𝑛

𝑞𝑑 𝑛 = 0.8 ∗ sin 𝑡 + 1.1

𝑒𝑑 𝑛 =
𝑒 𝑛 − 𝑒(𝑛 − 1)

∆𝑡𝑒𝑖 𝑛 = 𝑒𝑖 𝑛 − 1 +
(𝑒 𝑛 − 𝑒(𝑛 − 1))∆𝑡

2

𝑒 𝑛 = 𝑞𝑑 𝑛 − 𝑞𝑎(𝑛)
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ROS:

• www.ros.org

Gazebo:

• gazebosim.org

Neurorobotics Platform:

• neurorobotics.net

Others (related):

• lorenzo.vannucci@santannapisa.it

• ugo.albanese@santannapisa.it

• alessandro.ambrosano@santannapisa.it


