
Models of computation (MOD) 2013/14
Mid-term exam – May 28, 2014

[Ex. 1] A simulation relation is a relation S such that if p S q then

p
µ−−→ p′ implies ∃q′.q µ−−→ q′ with p′ S q′

1. Prove that the union S1 ∪ S2 and the composition S1 ◦ S2 of two simu-
lations S1 and S2 are simulations, where

S1 ◦ S2
def
= { (p, q) | ∃r. p S1 r ∧ r S2 q }

2. Let us write p - q if there exists a simulation S such that p S q. Given

the CCS process p
def
= α.β.nil+ α.nil define a CCS process q such that

p - q, q - p and p 6' q (where ' denotes bisimilarity).

[Ex. 2] Given a natural number n ≥ 1, let us define the family of CCS
processes Bn

k for 0 ≤ k ≤ n by letting:

Bn
0

def
= in.Bn

1 Bn
k

def
= in.Bn

k+1+out .Bn
k−1 for 0 < k < n Bn

n
def
= out .Bn

n−1

Intuitively Bn
k represents a buffer with n positions of which k are occupied.

Prove that Bn
0 ' B1

0 |B1
0 | · · · |B1

0︸ ︷︷ ︸
n

by providing a suitable bisimulation.

[Ex. 3] Let us extend the µ-calculus with the formulas 〈A〉φ and [A]φ,
where A is a set of labels: they represent, respectively, the ability to perform
a transition with some label a ∈ A and reach a state that satisfies φ, and
the necessity to reach a state that satisfies φ after performing any transition
with label a ∈ A.

1. Define the semantics J〈A〉φK ρ and J[A]φK ρ.

2. Compute the denotational semantics of the formulas

φ1
def
= νx.((〈{a}〉true∧〈{b}〉true)∨p)∧[{a, b}]x) φ2

def
= µx.p∨〈{a, b}〉x

and evaluate them on the LTS below:
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Figure 11.7: Maze for Exercise 7.

6 For the Land of Oz example (Example 11.1), make rain into an absorbing

state and find the fundamental matrix N. Interpret the results obtained from

this chain in terms of the original chain.

7 A rat runs through the maze shown in Figure 11.7. At each step it leaves the

room it is in by choosing at random one of the doors out of the room.

(a) Give the transition matrix P for this Markov chain.

(b) Show that it is an ergodic chain but not a regular chain.

(c) Find the fixed vector.

(d) Find the expected number of steps before reaching Room 5 for the first

time, starting in Room 1.

8 Modify the program ErgodicChain so that you can compute the basic quan-

tities for the queueing example of Exercise 11.3.20. Interpret the mean recur-

rence time for state 0.

9 Consider a random walk on a circle of circumference n. The walker takes

one unit step clockwise with probability p and one unit counterclockwise with

probability q = 1 − p. Modify the program ErgodicChain to allow you to

input n and p and compute the basic quantities for this chain.

(a) For which values of n is this chain regular? ergodic?

(b) What is the limiting vector w?

(c) Find the mean first passage matrix for n = 5 and p = .5. Verify that

mij = d(n − d), where d is the clockwise distance from i to j.

10 Two players match pennies and have between them a total of 5 pennies. If at

any time one player has all of the pennies, to keep the game going, he gives

one back to the other player and the game will continue. Show that this game

can be formulated as an ergodic chain. Study this chain using the program

ErgodicChain.

Figure 1: Maze

[Ex. 4] A mouse runs through the maze shown in Figure 1. At each step it
stays in the room it is in or leaves the room by choosing at random one of
the doors out of the room (all choices have equal probability).

1. Draw the transition graph and give the matrix P for this DTMC.

2. Show that it is ergodic and compute the steady state distribution.

3. Assuming the mouse is initially in room 1, what is the probability that
it is in room 6 after three steps?


