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Q1. Given  and the time series , apply the Moving Average
Smoothing. What type of distortion the smoothing reduce?

𝑤 = 4 𝑋 =< 20, 15, 7, 7, 22, 29, 19 >

A1. ______________________

Q2. Given the time series  and , compute their distance using
the DTW with distance between points computed as 

=< 4, 3, 2, 4, 1 >𝑋1 =< 2, 3, 4, 6, 3 >𝑋2

𝑑(𝑥, 𝑦) = |𝑥 − 𝑦|

Q3. Given the time series , build the Matrix Profile with  using the
Manhattan distance. Which is/are correct value/s for  that would have retrieved more motifs with distance
equals to 0?

𝑋 =< 2, 1, 7, 1, 2, 1, 2 > 𝑚 = 3

𝑚

A3. ______________________

Q4. Mark the correct sentence/s about the time series, the mean and the exponentially weighted mean
below, knowing that a Dickey-Fuller Test gives a Statistics of  and a Critical Value of 

−1.42 −9.7



1) A weakly stationary behaviour is highlighted by the mean

2) The Dickey-Fuller Test reports not-stationarity

3) The Dickey-Fuller Test reports seasonality

4) Oldest points are more important in the calculus of the weighted mean

5) The mean is only representative of the data around the middle

A4. _______

N B : this question can have more than one correct answer

Q5. In the Holt forecast equation  the trend equation is equal to ...= + ℎ�̂� 𝑡+ℎ|𝑇 𝑙𝑡 𝑏𝑡

1) 

2) 

3) 

4) 

5) 

A5. _______

= 𝛼 + (1 − 𝛼)( + )𝑙𝑡 𝑦𝑡 𝑙𝑡−1 𝑏𝑡−1

ℎ

= 𝛼 + (1 − 𝛼)𝑙𝑡 𝑦𝑡 𝑙𝑡−1

= 𝛽( − ) + (1 − 𝛽)𝑏𝑡 𝑙𝑡 𝑙𝑡−1 𝑏𝑡−1

= 𝛽( − ) + (1 − 𝛽)𝑏𝑡 𝑦𝑡 𝑦𝑡−1 𝑏𝑡−1

Q6. Identify the CNN/s which do/es not preserve space and write down how many zero-pad pixels are
needed to adjust its size (e.g. "5, 2 pixels").

1) input 9x9 filter 5x5 stride 3

2) input 7x7 filter 3x3 stride 1

3) input 7x7 filter 5x5 stride 1

4) input 5x5 filter 3x3 stride 2

5) input 5x5 filter 3x3 stride 3

A6. _______

N.B.: this question can have more than one correct answer

Q7. LSTMs ...



1) ... are a particular type of CNN

2) ... encode memory as convolutional layers

3) ... maintain information in memory for short periods of time

4) ... need the independence of data

5) ... improve backpropagation flow

A7. _______


