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Time Series Classification

• Given a set X of n time series, X = {x1, x2, …, xn}, each time series has 
m ordered values xi = < xt1, xt2, …, xtm > and a class value ci. 
• The objective is to find a function f that maps from the space of 

possible time series to the space of possible class values. 
• Generally, it is assumed that all the TS have the same length m.



Shapelet-based Classification

1. Represent a TS as a vector of 
distances with representative 
subsequences, namely shapelets.

2. Use it to as input for machine 
learning classifiers.
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Time Series Shapelets

• Shapelets are TS subsequences which are 
maximally representative of a class.
• Shapelets can provide interpretable results, 

which may help domain practitioners 
better understand their data.
• Shapelets can be significantly more 

accurate/robust because they are local 
features, whereas most other state-of-the-
art TS classifiers consider global features.
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Distance with a Subsequence

• Distance from the TS to the subsequence SubsequenceDist(T, S) is a distance 
function that takes time series T and subsequence S as inputs and returns a 
nonnegative value d, which is the distance from T to S. 
• SubsequenceDist(T, S) = min(Dist(S, S')), for S' ∈ ST|S|

• where ST|S| is the set of all possible subsequences of T
• Intuitively, it is the distance between S and its best matching location in T.



Testing The Utility of a Candidate Shapelet

• Arrange the TSs in the dataset D based on the distance from the 
candidate.
• Find the optimal split point that maximizes the information gain 

(same as for Decision Tree classifiers)
• Pick the candidate achieving best utility as the shapelet



Entropy

• A TS dataset D consists of two classes, A and B. 
• Given that the proportion of objects in class A is p(A) and the 

proportion of objects in class B is p(B),
• The Entropy of D is: I(D) = -p(A)log(p(A)) -p(B)log(p(B)).
• Given a strategy that divides the D into two subsets D1 and D2, the 

information remaining in the dataset after splitting is defined by the 
weighted average entropy of each subset. 
• If the fraction of objects in D1 is f(D1) and in D2 is f(D2), 
• The total entropy of D after splitting is Î(D) = f(D1)I(D1) + f(D2)I(D2). 



Information Gain

• Given a certain split strategy sp which divides 
D into two subsets D1 and D2, the entropy 
before and after splitting is I(D) and Î(D). 
• The information gain for this splitting rule is:
• Gain(sp) = I(D) - Î(D) =
• = I(D) - f(D1)I(D1) + f(D2)I(D2).

• We use the distance from T to a shapelet S as 
the splitting rule sp.

Split point
distance from 
shapelet = 5.1



Problem

• The total number of candidate is

• For each candidate you have to compute the distance between this 
candidate and each training sample
• For instance
• 200 instances with length 275
• 7,480,200 shapelet candidates



Speedup

• Distance calculations form TSs to shapelet candidates is expensive.
• Reduce the time in two ways
• Distance Early Abandon
• reduce the distance computation time between two TS

• Admissible Entropy Pruning
• reduce the number of distance calculations



Distance Early Abandon

• We only need the minimum distance.

• Method
• Keep the best-so-far distance
• Abandon the calculation if the current 

distance is larger than best-so-far.



Admissible Entropy Pruning

• We only need the best shapelet for 
each class
• For a candidate shapelet
• We do not need to calculate the 

distance for each training sample
• After calculating some training 

samples, the upper bound of 
information gain < best candidate 
shapelet
• Stop calculation
• Try next candidate



Shapelet Summary

1. Extract all possible subsequences of a set 
given lengths (candidate shapelets)

2. For each candidate shapelet
1. Calculate the distance with each time series 

keeping the minimum distance (best 
alignment)

2. Evaluate the discriminatory effect of the 
shapelet through the Information Gain

3. Return the k best shapelets with the 
highest Information Gain.

4. Transform a dataset and train a ML model.



An Alternative Way for Extracting Shapelets

• The minimum distances (M) between Ts and Shapelets can be used as predictors to 
approximate the TSs label (Y) using a linear model (W):

• A logistic regression loss can measure the quality of the prediction:

• The objective is to minimize a regularized loss function across all the instances (I) :

• We can find the optimal shapelet for the objective function in a NN fashion by updating 
the shapelets in the minimum direction of the objective, hence the first gradient. 
Similarly, the weights can be jointly updated towards minimizing the objective function.



Motif/Shapelet Summary

• A motif is a repeated 
pattern/subsequence in a given TS.

• A shapelet is a pattern/subsequence 
which is maximally representative of 
a class with respect to a given 
dataset of TSs.
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