
ALTERNATIVE METHODS

FOR CLUSTERING



K-Means Algorithm



Termination conditions

ÅSeveral possibilities, e.g.,

ÅA fixed number of iterations

ÅObjects partition unchanged

ÅCentroid positions donΩt change



Convergence of K-Means

ÅDefine goodness measure of cluster c as sum of 
squared distancesfrom cluster centroid:

ÅSSEc(c,s)= ʅi (diςsc)
2  (sum over all di in cluster c)

ÅG(C,s) = ʅc SSEc(c,s)

ÅRe-assignment monotonically decreases G
ÅIt is a coordinate descent algorithm (opt one component at a 

time)

ÅAt any step we have some value for G(C,s)
1) Fix s, optimize C Ą assign d to the closest centroid ĄG(C ,s) < G(C,s)

2) Fix C, optimize s Ą take the new centroids ĄG(C,s ) < G(C,s) < G(C,s)

The new cost is smaller than the original one Ą local minimum



Question

ÅAssuming the computation of a similarity is linear in the 

number of attributes |A|, what is the complexity of 

assigning points to clusters? 

Time Complexity: Assign points to clusters

Answer

P = the set of points

A = the set of attributes of each point

K = the number of clusters

O(k × |P| × |A|)



Question

ÅWhat is the complexity of updating centroids? 

Time Complexity: Update centroids

Answer

P = the set of points

A = the set of attributes of each point

K = the number of clusters

O(|P| × |A|) 



Question

What is the complexity of k-means if t iterations are 

necessary to converge?

Overall Time Complexity

Answer

P = the set of points

A = the set of attributes of each point

K = the number of clusters

O(t × k ×|P| × |A|) 



MIXTURE MODELS AND 

THE EM ALGORITHM



Model-based clustering

ÅIn order to understand our data, we will assume that there 
is a generative process (a model) that creates/describes 
the data, and we will try to find the model that best fits the 
data.
ÅModels of different complexity can be defined, but we will assume 

that our model is a distribution from which data points are sampled

ÅExample: the data is the height of all people in Greece

ÅIn most cases, a single distribution is not good enough to 
describe all data points: different parts of the data follow a 
different distribution
ÅExample: the data is the height of all people in Greece and China

ÅWe need a mixture model

ÅDifferent distributions correspond to different clusters in the data.



Gaussian Distribution



EM (Expectation Maximization) Algorithm

E-Step: Assignment of points to clusters 

K-means: hard assignment, EM: soft assignment

M-Step: K-means: Computation of centroids EM: Computation of the new model 

parameters



Gaussian Model

ÅWhat is a model?

ÅA Gaussian distribution is fully defined by the mean ‘and the 

standard deviation „

ÅWe define our model as the pair of parameters — ‘ȟ„

ÅThis is a general principle: a model is defined as a vector 

of parameters —



Fitting the model

ÅWe want to find the normal distribution that best fits our 

data

ÅFind the best values for ‘and „

ÅBut what does best fit mean?



Maximum Likelihood Estimation (MLE)



Maximum Likelihood Estimation (MLE)



MLE





Mixture of Gaussians

ÅSuppose that you have the heights of people from Greece 

and China and the distribution looks like the figure below 

(dramatization)



Mixture of Gaussians

ÅIn this case the data is the result of the mixture of two 

Gaussians 

ÅOne for Greek people, and one for Chinese people

ÅIdentifying for each value which Gaussian is most likely to have 

generated it will give us a clustering.



Mixture model

CCC C



Mixture Model



Mixture Models



EM (Expectation Maximization) Algorithm


