ALTERNATIVE METHODS
FOR CLUSTERING




L
K-Means Algorithm

. Select K points as the initial centroids.
: repeat

1
2
3:  Form K clusters by assigning all points to the closest centroid.
4:  Recompute the centroid of each cluster.

5

: until The centroids don’t change




L
Termination conditions

ASeveral possiblilities, e.q.,
AA fixed number ofterations
AQObjects partition unchanged
ACentroid positionslon®change



L
Convergence df-Means

ADefinegoodness measuref cluster c asum of
sguared distancesom cluster centroid.
ASSHc,9 =1, (d: ¢ S)? (sum over all dn cluster c)
AG(C,s) ¥.SSE.(c,s)

AReassignmenmonotonically decreases G

Altis a coordinate descent algorithmdt one component at a
time)

AAt any step we have some value for G(C,s)
1) Fix s, optimize & assign d to the closest centrofgd G(C,s) < G(C,s)
2) Fix C, optimize sA take the new centroid®y, G(C,s ) < G(C,s) < G(C)s

The new cost is smaller than the original one A local minimum



TimeComplexity: Assign points to clusters

Question

AAssuming the computation of a similarity is linear in the
number of attributes |A|, what is the complexity of
assigning points to clusters?

Answer

P = the set of points

A = the set of attributes of each point
K = the number of clusters

O(k x |P| x |A])




L
TimeComplexity: Update centroids

Question
AWhat is the complexity of updating centroids?

Answer

P = the set of points

A = the set of attributes of each point
K = the number of clusters

O(IP[ > |Al)




Overall Time Complexity

Question

What is the complexity of k-means if t iterations are
necessary to converge?

Answer

P = the set of points

A = the set of attributes of each point
K = the number of clusters

O(t x k x[P| x |A])




MIXTURE MODELS AND
THE EM ALGORITHM




Model-based clustering

Aln order to understand our data, we will assume that there
IS a generative process (a model) that creates/describes
the data, and we will try to find the model that best fits the
data.

A Models of different complexity can be defined, but we will assume
that our model is a distribution from which data points are sampled

A Example: the data is the height of all people in Greece

Aln most cases, a single distribution is not good enough to
describe all data points: different parts of the data follow a
different distribution
A Example: the data is the height of all people in Greece and China
AWe need a mixture model
A Different distributions correspond to different clusters in the data.



Gaussian Distribution

- Example: the data is the height of all people in
Greece

- Experience has shown that this data follows a Gaussian
(Normal) distribution

- Reminder: Normal distribution:

_(x—p)?
P(x) = .\/Ea-e 202

« 4 = mean, o = standard deviation



EM (Expectation Maximization) Algorithm

- Initialize the values of the parameters in © to some
random values

- Repeat until convergence

- E-Step: Given the parameters 0 estimate the membership
probabilities P(G|x;) and P(C|x;)

- M-Step: Compute the parameter values that (in expectation)
maximize the data likelihood

E-Step: Assignment of points to clusters
K-means: hard assignment, EM: soft assignment

M-Step: K-means: Computation of centroids EM: Computation of the new model
parameters



Gaussian Model

AWhat is a model?

A A Gaussian distribution is fully defined by the mean * and the
standard deviation ,,

A We define our model as the pair of parameters —  ‘ h,

AThis is a general principle: a model is defined as a vector
of parameters —



L
Fitting the model

AWe want to find the normal distribution that best fits our
data
A Find the best values for * and ,
A But what does best fit mean?



L
Maximum Likelihood Estimation (MLE)

- Suppose that we have a vector X = (x4, ..., x,,) of values
- And we want to fit a Gaussian N (u, o) model to the data
- Probability of observing point x;:

1 _(xi—w)?
Pl) = =rc 20"

- Probability of observing all points (assume independence)

i 1 (x;—p)?

skt S e S

Po0 = | [P =] [=¢ 2
i=1 i=1 2no

- We want to find the parameters 6 = (u, o) that maximize
the probability P(X|6)




L
Maximum Likelihood Estimation (MLE)

- The probability P(X|0) as a function of 6 is called the
Likelihood function

1 _(xi—p)?
1=
i=1

e
210

- It is usually easier to work with the Log-Likelihood
function

n
2
; — 1
G = 1) ——nlog2m —nlogo

LL(®) = - 202 2

i=1

- Maximum Likelihood Estimation
- Find parameters p, o that maximize LL(6)

1y 1v
n= ) Xi=ly 0% = HZ(«’Q-#)Z = 03
i=1

™ sampleMean ‘Sample Variance:



R - :
MLE

- Note: these are also the most likely parameters
given the data

P(X|0)P(6)
P(X)

P(O|X) =

- If we have no prior information about 8, or X, then
maximizing P(X|0) is the same as maximizing
P(O|X)
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(a) Histogram of 200 points from a (b) Log likelihood plot of the 200 points for
(Zaussian distribution. different values of the mean and standard
deviation.

Figure 9.3. 200 points from a Gaussian distribution and their log probability for different parameter
values.



Mixture of Gaussians

ASuppose that you have the heights of people from Greece
and China and the distribution looks like the figure below
(dramatization)
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(a) Probability density function for (b) 20,000 points generated from the

the mixture model. mixture model.

Figure 9.2. Mixture model consisting of two normal distributions with means of -4 and 4, respectively.
Both distributions have a standard deviation of 2.



Mixture of Gaussians

Aln this case the data is the result of the mixture of two
Gaussians
A One for Greek people, and one for Chinese people

A ldentifying for each value which Gaussian is most likely to have
generated it will give us a clustering.

1
=

(a) Probability density function for (b) 20,000 points generated from the
the mixture model. mixture model.

Figure 9.2. Mixture model consisting of two normal distributions with means of -4 and 4, respectively.
Both distributions have a standard deviation of 2.



Mixture model

- Avalue x; is generated according to the following
process:

- First select the nationality
- With probability m; select Greek, with probability . select China

e tre =D We can also thing of this as a Hidden Variable 2

- Given the nationality, generate the point from the
corresponding Gaussian
- P(x;16;) ~ N(ug,0¢) if Greece
- P(x;16c) ~ N(uc, a.) if China




D
Mixture Model

- Our model has the following parameters

© = (6, T, Hg» He» 96, 9c)
Mixture probabilties  Distribution Parameters-

- For value x;, we have:
P(x;|©) = mgP(x;|0¢) + mcP(x;]6¢)
- For all values X = (x4, ...,x,)

pixie) = | [ Pcule)
=1

- We want to estimate the parameters that maximize
the Likelihood of the data



Mixture Models

- Once we have the parameters
® = (g, e, Ug, Uc, O¢, Oc) We can estimate the
membership probabilities P(G|x;) and P(C|x;) for
each point x;:
- This is the probability that point x; belongs to the Greek
or the Chinese population (cluster)

P(x;|G)P(G)

P(x;|G)P(G) + P(x;|C)P(C)
P(x;|G)mg

- P(x;|G)mg + P(x;|C)mee

P(Glx;) =




EM (Expectation Maximization) Algorithm



