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Gradient Descent

• GD is a very effective and widely usable mathematical technique to 
find the best parameters in many and various tasks such as
• Linear Regression
• Logistic Regression
• Neural Networks
• …  



GD for Linear Regression
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GD for more parameters and variables
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Stochastic Gradient Descent
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