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Abstract11

Given two indeterminate equal-length strings p and t with a set of characters per position in both12

strings, we obtain a determinate string pw from p and a determinate string tw from t by choosing13

one character per position. Then, we say that p and t match when pw and tw match for some choice14

of the characters. While the most standard notion of a match for determinate strings is that they15

are simply identical, in certain applications it is more appropriate to use other definitions, with16

the prime examples being parameterized matching, order-preserving matching, and the recently17

introduced Cartesian tree matching. We provide a systematic study of the complexity of string18

matching for indeterminate equal-length strings, for different notions of matching. We use n to19

denote the length of both strings, and r to be an upperbound on the number of uncertain characters20

per position. First, we provide the first polynomial time algorithm for the Cartesian tree version21

that runs in deterministic O(n log2 n) and expected O(n log n log log n) time using O(n log n) space,22

for constant r. Second, we establish NP-hardness of the order-preserving version for r = 2, thus23

solving a question explicitly stated by Henriques et al. [CPM 2018], who showed hardness for r = 3.24

Third, we establish NP-hardness of the parameterized version for r = 2. As both parameterized and25

order-preserving indeterminate matching reduce to the standard determinate matching for r = 1,26

this provides a complete classification for these three variants.27
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1 Introduction35

String matching, in the sense of comparing two equal-length strings, is one of the fundamental36

problems in computer science with multiple practical applications. While exact matching is37

trivial to solve in optimal linear time by comparing the strings character-by-character, for38

many of the applications it seems more appropriate to work with some kind of approximate39

matching. Prime examples include string matching with swaps [2], parameterized string40

matching [6], string matching with gaps [9], jumbled string matching [10], string matching41

with don’t cares [29], and edit distance [32]. In all of such problems, one needs to first42

precisely define when do two strings match.43

Parameterized matching is a classical notion motivated by finding identical sections of44

code [3, 4, 5, 6, 19, 34]. Formally, two strings p and t of length n are a parameterized match45

when for every i, j ∈ {1, . . . , n}, p[i] = p[j] iff t[i] = t[j]. This is denoted by p ∼= t.46

Order-preserving matching is a more recent but already well-studied notion motivated by47

stock price analysis and musical melody matching [11, 16, 17, 25, 26]. Formally, two strings48

p and t of length n are a order-preserving match when for every i, j ∈ {1, . . . , n}, p[i] ≤ p[j]49

iff t[i] ≤ t[j]. This is denoted by p ∼≤ t.50

Very recently, a different notion called Cartesian tree matching has been proposed [28].51

The Cartesian tree of a given string p (CT (p)), first defined in [31], is constructed according52

to the following rules:53

If p is an empty string, CT (p) is an empty tree.54

If p[1...n] is not empty and p[i] is the leftmost minimum value in p, CT (p) is the tree55

with p[i] being the root, CT (p[1...i− 1]) the left subtree, and CT (p[i+ 1...n]) the right56

subtree.57

Even though the most well-known applications of Cartesian trees are probably in designing58

space-efficient structures for finding the minimum in a range, they can be also used to compare59

strings. Similarly to order-preserving matching, this notion is motivated by applications60

concerned with time-series data such as stock price analysis, and has gained considerable61

attention during the last year [7, 18, 30]. Formally, two strings p and t of equal length n are62

a Cartesian tree match when their Cartesian trees CT (p) and CT (t) are identical. This is63

denoted by p ∼C t.64

We consider the complexity of string matching for indeterminate strings defined as follows.65

66

I Definition 1. An indeterminate string is a sequence of sets of characters p[1]p[2]...p[n],67

where p[i] ⊆ N. Each position is specified by writing p[i] = x1|...|xr, such that x` ∈ N, which68

means that we can choose p[i] to be any x`.69

Indeterminate strings were studied earlier, among others, covering problems for indeter-70

minate strings [1, 14] and indeterminate strings in graph theory [20, 12, 27]. Indeterminate71

string matching was investigated lately from different angles [8, 13, 15, 22, 23, 24]. It pro-72

vides a convenient formalism for compactly capturing situations in which there are some73

uncertainties concerning characters at some positions. Indeed, an indeterminate string p of74

length n describes rn determinate strings. We write p̃ to denote the set of all such strings,75

and pw when referring to a single determinate string described by p.76

First, we consider the complexity of Cartesian tree matching for indeterminate strings77

defined as follows.78
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23:2 On Indeterminate Strings Matching

Problem: Cartesian Tree Matching of Indeterminate Strings (CTMIS)
Input: Two indeterminate strings p and t of length n with up to r of uncertain characters
per position.
Output: Are there determinate strings pw ∈ p̃ and tw ∈ t̃ such that pw Cartesian tree
matches tw?

A naive solution to the CTMIS would be to apply the solution of [28] to each tw ∈ t̃ and79

pw ∈ p̃ in O(n2rn) time. In Section 2 we provide the first polynomial algorithm for this80

problem that works in O(n log2 n) time and O(n logn) space, assuming that r is constant.81

Additionally, in the Word RAM model of computation we further improve the time complexity82

to expected O(n logn log logn).83

I Example 2. Consider the following indeterminate strings:84

p = (2|4|7, 2|5|6, 1|4|8, 4|7|8, 3|10|16)85

t = (2|7|10, 5|20|31, 10|17|25, 0|9|11, 1|8|18).86
87

pw = (7, 2, 8, 4, 16) and tw = (10, 5, 17, 9, 18) define the same Cartesian tree, see Figure 1.88

Therefore, we say that p ∼C t. Note that p and t define other matching or non-matching89

Cartesian trees.90

2

7 4

8 16

5

10 9

17 18

Figure 1 The Cartesian trees of pw = (7, 2, 8, 4, 16) and tw = (10, 5, 17, 9, 18).

Second, we consider the complexity of order-preserving matching for indeterminate strings91

defined as follows.92

Problem: Order-Preserving Matching of Indeterminate Strings (OPMIS)
Input: Two indeterminate strings p and t of length n with up to r uncertain characters
per position.
Output: Are there determinate strings pw ∈ p̃ and tw ∈ t̃ such that pw order-preserving
matches tw?

Henriques et al. [21] proved that OPMIS is NP-hard for r = 3. As for r = 1 there is a simple93

linear-time algorithm, this left r = 2 as the only open case (CPM version of the paper [21]94

claims a polynomial time algorithm for this case, but this has been clarified in the arXiv95

version [13]). In Section 4 we provide a different reduction that establishes NP-hardness of96

OPMIS already for r = 2, thus fully resolving the complexity of this problem and answering97

an open question explicitly stated by Costa et al. In contrast with the previous work, our98

reduction exploits the order between elements instead of just their equality, and is more99

involved.100

Third, we consider the complexity of parameterized matching for indeterminate strings101

defined as follows.102
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Problem: Parameterized Matching of Indeterminate Strings (PMIS)
Input: Two indeterminate strings p and t of length n with up to r uncertain characters
per position.
Output: Are there determinate strings pw ∈ p̃ and tw ∈ t̃ such that pw parameterized
matches tw?

NP-hardness proof by Henriques et al. [21] implicitly shows hardness of PMIS for r = 3.103

This, again, leaves r = 2 as the only open case. In Section 5 we provide a reduction that104

establishes NP-hardness of PMIS for r = 2.105

2 CTMIS in O(n3) Time and O(n2) Space106

In this section, we describe a warm-up solution for the CTMIS problem. The input is two107

equal-length indeterminate strings p and t with two uncertain characters per position, and108

the output is whether p ∼C t or not. The solution can be generalized to any constant value109

of r in a straightforward manner. We will assume that both p and t consists of distinct110

values, which can be always ensured by an appropriate perturbation.111

First, note that for each index i, we have p[i] = xi|x′i and t[i] = yi|y′i, hence each i defines112

4 pairs {(xi, yi), (xi, y
′
i), (x′i, yi), (x′i, y′i)} called thresholds. The main idea of the algorithm is113

to determine for each index i and a threshold (xi, yi):114

1. for which indices k we have p[k, i] ∼C t[k, i] with the roots xi and yi, respectively.115

2. for which indices j we have p[i, j] ∼C t[i, j] with the roots xi and yi, respectively.116

Consider an interval [k, i], the reasoning for an interval [i, j] is similar. We have p[k, i] ∼C117

t[k, i] with the roots xi and yi iff there exists an index ` and a threshold (x`, y`) where118

k ≤ ` ≤ i− 1, xi < x` and yi < y` such that p[k, `] ∼C t[k, `] and p[`, i− 1] ∼C t[`, i− 1].119

We process all possible intervals [k, i] and [i, j] in an increasing order of their lengths120

using dynamic programming. For each index i and threshold (xi, yi) we compute the answer121

for all left intervals [k, i − 1] and all right intervals [i + 1, j], see Figure 2. We define two122

types of states and associate a boolean value with each of them as follows:123

Left states Lk,i(xi, yi) = true iff p[k, i] ∼C t[k, i] with the roots xi and yi, respectively.124

Right states Ri,j(xi, yi) = true iff p[i, j] ∼C t[i, j] with the roots xi and yi, respectively.125

Figure 2 An interval [k, j] with the root at index i, defining left and right Cartesian subtrees.

I Example 3. Let p = (4|7, 2|6, 1|8, 3|20, 10|16) and t = (2|10, 20|31, 10|17, 0|11, 8|18). Con-126

sidering index 3 as a possible root for the Cartesian tree in both strings, the thresholds defined127

by index 3 are (x3, y3) ∈ {(1, 10), (8, 10), (1, 17), (8, 17)}. The right states are R3,4(x3, y3) and128
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23:4 On Indeterminate Strings Matching

R3,5(x3, y3). The left states are L2,3(x3, y3) and L1,3(x3, y3). Some of their corresponding129

boolean values are as follows:130

1. R3,4(1, 10) = true for p[3, 4] = (1, 3) and t[3, 4] = (10, 11).131

2. R3,4(8, 10) = true for p[3, 4] = (8, 20) and t[3, 4] = (10, 11).132

3. L2,3(1, 10) = true for p[2, 3] = (6, 1) and t[2, 3] = (31, 10).133

4. L1,3(1, 10) = true for p[1, 3] = (4, 6, 1) and t[2, 3] = (2, 31, 10).134

From the definition of a Cartesian tree we directly obtain the following proposition135

illustrated in Figure 3.136

I Proposition 4. (a) Ri,j(xi, yi) = true iff ∃` ∈ [i+ 1, j] such that R`,j(x`, y`) = true and137

Li+1,`(x`, y`) = true where x` > xi and y` > yi. (b) Lk,i(xi, yi) = true iff ∃`′ ∈ [k, i− 1]138

such that R`′,i−1(x`′ , y`′) = true and Lk,`′(x`′ , y`′) = true where x`′ > xi and y`′ > yi.139

Figure 3 The Cartesian tree of p[k, j] with i position as the root. The left Cartesian subtree
corresponds for the left state Lk,i(xi, yi). The right Cartesian subtree corresponds for the right state
Ri,j(xi, yi). Note that, t[k, j] matches the tree above with values yi, y` and y`′ .

Recall that we apply dynamic programming in an increasing order of the lengths of140

the intervals. Therefore, the states R`,j(x`, y`) and Li+1,`(x`, y`) from Proposition 4(a) are141

computed before the state Ri,j(xi, yi). Similarly, the states R`′,i−1(x`′ , y`′) and Lk,`′(x`′ , y`′)142

are computed before the state Lk,i(xi, yi). Therefore, for every interval we can simply consider143

all relevant ` and `′, access their corresponding states, and update the answer. Finally, after144

having processed all the intervals, we conclude that p ∼C t iff there exists an index i and a145

threshold (xi, yi) such that L1,i(xi, yi) = true and Ri,n(xi, yi) = true.146

I Example 5. Let p = (4|7, 2|6, 1|8, 3|20, 10|16) and t = (2|10, 20|31, 10|17, 0|11, 8|18) as147

in the previous example above. The states: L1,3(1, 10) = true for p[1, 3] = (4, 6, 1) and148

t[2, 3] = (2, 31, 10), and R3,5(1, 10) = true for p[3, 5] = (1, 3, 16) and t[3, 5] = (10, 11, 18).149

Hence, p ∼C t with the roots 1 and 10 respectively.150

Time complexity. For each state Lk,i(xi, yi) and Ri,j(xi, yi) we consider O(n) relevant151

indices ` and `′, respectively. Each such index is processed in constant time, thus the overall152

time complexity is O(n3). The space complexity is bounded by the number of states processed153

in the dynamic programming, which is O(n2).154

3 CTMIS O(n log2 n) Time and O(n log n) Space155

In this section we present an efficient solution for the CTMIS problem that builds on the156

slower algorithm presented in the previous section.157

The input is two equal-length indeterminate strings p and t with 2 uncertain characters158

per position, and the output is whether p ∼C t, or not. The solution can be generalized to159
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any constant value of r in a straightforward manner. The main idea of the algorithm is to160

find, for index i and a threshold (xi, yi), the largest matching Cartesian trees with the root161

in both trees being xi and yi at position i, respectively. As in the previous algorithm, we162

consider each index i and a threshold (xi, yi) separately. However, now instead of computing163

the answer for all intervals [k, i] and [i, j] we use the following definition.164

I Definition 6. For an index i and a threshold (xi, yi):165

minL(xi, yi) denotes the smallest index such that p[minL(xi, yi), i] ∼C t[minL(xi, yi), i],166

maxR(xi, yi) denotes the largest index such that p[i,maxR(xi, yi)] ∼C t[i,maxR(xi, yi)],167

with the root in both trees being xi and yi at position i, respectively.168

Computing minL(xi, yi) and maxR(xi, yi) fully describes the situation, as the above169

definition together with the definition of a Cartesian tree matching directly imply the170

following:171

p[`, i] ∼C t[`, i] iff minL(xi, yi) ≤ ` ≤ i.172

p[i, r] ∼C t[i, r] iff i ≤ r ≤ maxR(xi, yi).173

We also note that p[minL(xi, yi),maxR(xi, yi)] ∼C t[minL(xi, yi),maxR(xi, yi)] due to a174

Cartesian tree with the root in both trees being xi and yi at position i, respectively. Conse-175

quently, p ∼C t iff there exists an index i and a threshold (xi, yi) such that minL(xi, yi) = 1176

and maxR(xi, yi) = n. Thus, in the remaining part of this section we focus on efficiently177

computing the values of minL and maxR.178

Our algorithm is based on the following observation. Consider an index i and a threshold179

(xi, yi), and assume that minL(xi, yi) and maxR(xi, yi) have been already computed. Then,180

the following holds:181

1. for any index b ∈ [minL(xi, yi)−1,maxR(xi, yi)] and a threshold (xb, yb) such that xb < xi182

and yb < yi, the index maxR(xi, yi) is a potential candidate for maxR(xb, yb).183

2. for any index b ∈ [minL(xi, yi),maxR(xi, yi)+1] and a threshold (xb, yb) such that xb < xi184

and yb < yi, the index minL(xi, yi) is a potential candidate for minL(xb, yb).185

Each index b and a threshold (xb, yb) might be considered for several indices i and thresh-186

olds (xi, yi) in the above statement, hence we might have several potential candidates for187

minL(xb, yb) and maxR(xb, yb). By the definition of a Cartesian tree, one of these potential188

candidates corresponds to the sought minL(xb, yb) and maxR(xb, yb) as defined above.189

The high-level description of the algorithm is as follows. We iterate over all indices i and190

thresholds (xi, yi) in a specific order that will be precisely defined later. For each index i191

and a threshold (xi, yi) we aim to:192

Step 1 Compute efficiently the indices minL(xi, yi) and maxR(xi, yi), where minL(xi, yi)193

equals the minimum among the potential candidates for minL(xi, yi) and maxR(xi, yi)194

equals the maximum among the potential candidates for maxR(xi, yi).195

Step 2 Update for all thresholds (xb, yb) at indices b such that xb < xi and yb < yi196

where minL(xi, yi) ≤ b ≤ maxR(xi, yi) + 1 as a potential candidate minL(xi, yi).197

Additionally, where minL(xi, yi) − 1 ≤ b ≤ maxR(xi, yi) as a potential candidate198

maxR(xi, yi).199

We need to ensure that, for any index i and a threshold (xi, yi), and any index b and a200

threshold (xb, yb) such that xb < xi and yb < yi, minL(xi, yi) and maxR(xi, yi) are already201
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23:6 On Indeterminate Strings Matching

Figure 4 (a) The Cartesian tree of p[minL(xi, yi), maxR(xi, yi)] with xi as a root. (b) The
Cartesian tree of p[minL(xi, yi), maxR(xi, yi)] with xb as the root after changing x′

b to xb. The
Cartesian trees of t[minL(xi, yi), maxR(xi, yi)] matches the trees above with the values yb and yi.
(c) The given strings p and t with the proper intervals defining the Cartesian trees (a) and (b) above.

computed when we are considering threshold (xb, yb) at index b. This will be guaranteed by202

the algorithm as explained below.203

The algorithm considers all indicies i and thresholds (xi, yi) in the reverse lexicographical204

order, that is, the decreasing order of xi and, if there is a tie, the decreasing order of yi. Before205

we explain how to implement Step 1 and Step 2 efficiently, we define the necessary data206

structures. We maintain a balanced binary search tree Ty on the values of yi, and identify yi207

with its corresponding node of Ty. In each node u of Ty we have its associated secondary208

trees Tmin(u) and Tmax(u). Each Tmin(u) and Tmax(u) stores a collection of intervals [`, r].209

The update adds a new interval [`, r] to the collection. The query in Tmin(u) for i finds210

the smallest ` such that [`, r] containing i belongs to the collection, while the query in211

Tmax(u) finds the largest r. By symmetry, it is enough to explain how to implement Tmin(u).212

We maintain the following invariant: there are no two intervals [`, r] and [`′, r′] such that213

[`, r] ⊆ [`′, r′]. Clearly, such [`, r] is not an answer to any query. Note that this implies that214

if we sort all the remaining intervals [`1, r1], [`2, r2], . . . , [`s, rs] so that `1 < `2 < . . . < `s215

then we also have r1 < r2 < . . . < rs. This gives us a linear order on the intervals, and so we216

can maintain them in any balanced binary search tree. After adding the new interval [`, r] to217

the collection, we can check if it is not contained in any of the already existing intervals, and218

if so find the already existing intervals that should removed, with standard operations on the219

balanced binary search tree.220

Now we explain how to implement Step 1 and Step 2 efficiently using Ty and the221

secondary structures associated with its nodes. Let i and (xi, yi) be the index and the222

threshold we are currently considering. We begin our discussion with Step 2 and therefore223

assume that we already computed minL(xi, yi) and maxR(xi, yi) for this threshold. Note224

that all thresholds (xb, yb) such that xi < xb and yi < yb have been already processed.225

Moreover, all thresholds (xc, yc) such that xi < xc have been already processed and will not226

be considered in the future, so we don’t need to be concerned with updating their answer.227

Hence, in Step 2 we update all thresholds (xb, yb) such that yb < yi, regardless of the value228

of xb. To this end, we consider every ancestor yb of yi such that yb < yi, plus the node yi229

itself, and add the interval [minL(xi, yi),maxR(xi, yi)] to their corresponding Tmin and Tmax.230

To implement Step 1, we consider every ancestor yc of yi such that yc > yi, plus the node231

yi itself, and we query their corresponding Tmin and Tmax. It can readily verified that by the232
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choice of which ancestors are updated, this is enough to implicitly consider every yb > yi, as233

such yb must have updated one of the ancestors yc.234

Time complexity. The time complexity of the algorithm is O(n log2 n). First, we need to235

sort the 4n thresholds in O(n logn) time. Each of these thresholds in processed by considering236

O(logn) nodes of Ty. At each of these nodes u we spend O(logn) amortized time to update237

and query Tmin(u) and Tmax(u). Furthermore, the space complexity is O(n logn), because238

each interval appears in O(logn) secondary structures. Instead of using balanced binary239

search trees with O(logn) query and update time for the secondary structures, we can plug240

in any predecessor structure that stores a collection of s integers from {1, 2, . . . , n} in O(s)241

space with expected O(log logn) query and update time [33].242

4 Order-Preserving Matching of Indeterminate Strings243

Two determinate strings pw[1..n] and tw[1..n] are order-equivalent when, for every i, j ∈244

{1, . . . , n}, pw[i] ≤ pw[j] iff tw[i] ≤ tw[j]. This is denoted by pw ∼≤ tw. Given two245

indeterminate strings p and t of equal-length n with at most 2 uncertain characters per246

position, we want to check if there exist pw ∈ p̃ and tw ∈ t̃ such that pw ∼≤ tw. The goal of247

this section is to prove that this is NP-hard by reducing checking satisfiability of a 3-CNF248

formula.249

We start with rephrasing the question in a graph-theoretical language. Let Σp and Σt be250

the sets of characters that occur in p and t, respectively. We consider a complete bipartite251

graph G with Σp corresponding to the nodes on the one side and Σt corresponding to the252

nodes on the other side. We claim that there exist pw ∈ p̃ and tw ∈ t̃ such that pw ∼≤ tw253

iff there exists a non-crossing matching M in G, where non-crossing means that we cannot254

have two edges (x, y), (x′, y′) such that x < x′ but y′ < y, such that the following holds for255

every position i = 1, 2, . . . , n:256

p[i] = x and t[i] = y : (x, y) ∈M ,257

p[i] = x1|x2 and t[i] = y : (x1, y) ∈M or (x2, y) ∈M258

p[i] = x and t[i] = y1|y2 : (x, y1) ∈M or (x, y2) ∈M ,259

p[i] = x1|x2 and t[i] = y1|y2 : (x1, y1) ∈ M or (x1, y2) ∈ M or (x2, y1) ∈ M or260

(x2, y2) ∈M .261

The proof is straightforward.262

We consider a 3-CNF formula φ on n variables 1, 2, . . . , n and m clauses. We reduce263

checking satisfiability of φ to finding a non-crossing matching M in a complete bipartite264

undirected graph G that respects a number of constraints of the form M ∩X × Y 6= ∅, for265

|X|, |Y | ≤ 2, or X × Y for short. As long as the size of G and the number of constraints is266

polynomial, this will establish NP-hardness of our problem, as we can create two strings p267

and t and encode each constraint by setting up some p[i] and t[i] appropriately.268

We start with creating nodes 1, 2, . . . , n on the left side and 1, 2, 3, 4, . . . , 2n on the right269

side of G. We add a constraint {i}×{2i−1, 2i}, for every i = 1, 2, . . . , n. We add a constraint270

{2n+ 1}×{2n+ 1}. For every k = 1, 2, . . . ,m, we consider the k-th clause (`k,1 ∨ `k,2 ∨ `k,3),271

where `k,1, `k,2, `k,3 are literals. Let s = 2n+ 2 + 5(k − 1). We add the following constraints:272

{s} × {s, s + 1}, {s + 2, s + 3} × {s + 3}, {s, s + 2} × {s + 1, s + 3}. This is illustrated in273

Figure 5. Then we add a constraint for every literal:274

1. If `k,1 = x then we add {x, s}×{2x, s}, and if `k,1 = ¬x then we add {x, s}×{2x− 1, s}.275
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2. If `k,2 = y then we add {y, s+ 1}× {2y, s+ 2}, and if `k,2 = ¬y then we add {x, s+ 1}×276

{2y − 1, s+ 2}.277

3. If `k,3 = z then we add {z, s+ 3} × {2z, s+ 3}, and if `k,3 = ¬z then we add {z, s+ 3} ×278

{2z − 1, s+ 3}.279

Due to the constraint {2n+ 1}×{2n+ 1}, a variable constraint {v, a}×{2v− 1, b} translates280

into (v, 2v − 1) ∈M or (a, b) ∈M . Similarly, {v, a} × {2v, b} translates into (v, 2v) ∈M or281

(a, b) ∈M .282

We need to prove that φ is satisfiable iff there exists a non-crossing matching M in G283

that respects all the constraints.284

First, assume that φ is satisfiable and fix a satisfying valuation of all the variables. We285

obtain M by first adding (v, 2v − 1) or (v, 2v) to M depending on whether v is set to false286

or true, respectively. We also add (2n+ 1, 2n+ 1) to M . Then, we proceed as follows for287

the k-th clause. For concreteness assume that the clause is (x ∨ y ∨ z), the argument is288

symmetric for the other cases. If x is set to false then we add (s, s) to M . If y is set to false289

then we add (s+ 1, s+ 2) to M . Finally, if z is set to false then we add (s+ 3, s+ 3) to M .290

Because at least one of x, y, z is set to true, at least one of these three edges is not in M . If291

(s+ 1, s+ 2) /∈M then we add (s+ 2, s+ 1) to M . If (s, s) /∈M then we add (s, s+ 1) to M .292

Finally, if (s+ 3, s+ 3) /∈M then we add (s+ 2, s+ 3) to M . In all cases, the constraints293

corresponding to the k-clause are fulfilled. Due to how we compose the gadgets, M being294

a non-crossing matching in every gadget implies that M is a non-crossing matching in the295

whole G.296

Second, assume that we have a non-crossing matching M in G. For every v = 1, 2, . . . , n,297

M contains exactly one of the edges (v, 2v − 1), (v, 2v). We set v to false if (v, 2v − 1) ∈M298

and to true if (v, 2v) ∈M . We must have (2n+ 1, 2n+ 1) ∈M . We need to verify that every299

clause is satisfied by the obtain valuation of the variables. Again, for concreteness assume300

that the clause is (x ∨ y ∨ z). We cannot have all edges (s, s), (s+ 1, s+ 2), (s+ 3, s+ 3) in301

M , as in such case the constraint {s, s+ 2} × {s+ 1, s+ 3} cannot be fulfilled. If (s, s) /∈M302

then due to the constraint {x, s} × {2x, s} we must have (x, 2x) ∈ M , so x is set to true.303

If (s + 1, s + 2) /∈ M then due to the constraint {y, s + 1} × {2y, s + 2} we must have304

(y, 2y) ∈ M , so y is set to true. Finally, if (s + 3, s + 3) /∈ M then due to the constraint305

{z, s+ 3} × {2z, s+ 3} we must have (z, 2z) ∈M , so y is set to true. So, one of the variable306

x, y, z is set to true, making the clause satisfied.307

x y z

2x− 1 2x 2y − 1 2y 2z − 1 2z

2n+ 1

2n+ 1

s s+ 1 s+ 2 s+ 3

s s+ 1 s+ 2 s+ 3

Figure 5 Gadget created for the k-th clause concerning variables x, y, z.

5 Parameterized Matching of Indeterminate Strings308

Two determinate strings pw[1..n] and tw[1..n] are parameterized-equivalent when, for every309

i, j ∈ {1, . . . , n}, pw[i] = pw[j] iff tw[i] = tw[j]. This is denoted by pw ∼= tw. Given two310

indeterminate strings p and t of equal-length n with at most 2 uncertain characters per311

position, we want to check if there exist pw ∈ p̃ and tw ∈ t̃ such that pw ∼= tw. The goal of312
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this section is to prove that this is NP-hard by reducing checking if a given undirected graph313

has a vertex cover consisting of at most k vertices.314

As in the previous section, we start with rephrasing the question in a graph-theoretical315

language. Let Σp and Σt be the sets of characters that occur in p and t, respectively. We316

consider a complete bipartite graph G with Σp corresponding to the nodes on the one side317

and Σt corresponding to the nodes on the other side. We claim that there exist pw ∈ p̃ and318

tw ∈ t̃ such that pw ∼= tw iff there exists a matching M in G, such that the following holds319

for every position i = 1, 2, . . . , n:320

p[i] = x and t[i] = y : (x, y) ∈M ,321

p[i] = x1|x2 and t[i] = y : (x1, y) ∈M or (x2, y) ∈M322

p[i] = x and t[i] = y1|y2 : (x, y1) ∈M or (x, y2) ∈M ,323

p[i] = x1|x2 and t[i] = y1|y2 : (x1, y1) ∈ M or (x1, y2) ∈ M or (x2, y1) ∈ M or324

(x2, y2) ∈M .325

The proof is straightforward.326

We consider an undirected graph H on n vertices V = {1, 2, . . . , n} and m edges E327

together with a parameter k ≤ n. We reduce checking if there is a subset S of k vertices of328

H such that for every edge (u, v) ∈ E we have u ∈ S or v ∈ S to finding a matching M in a329

complete bipartite graph G that respects a number of constraints of the form M ∩X×Y 6= ∅,330

for |X|, |Y | ≤ 2, or X × Y for short. As long as the size of G and the number of constraints331

is polynomial, this will establish NP-hardness of our problem, as we can create two strings p332

and t and encode each constraint by setting up some p[i] and t[i] appropriately.333

We start with creating nodes 1, 2, . . . , n on the left side and 1, 2, . . . , n on the right side334

of G. We add a constraint {u, v} × {u, v} for every (u, v) ∈ E. For every i = 1, 2, . . . , n,335

(i, j) ∈ M for some j ∈ {1, 2, . . . , n} corresponds to including i in the sought vertex cover.336

The remaining part of H is constructed as to guarantee that there are at least k nodes337

i ∈ {1, 2, . . . , n} such that (i, j) ∈ M for some j 6= {1, 2, . . . , n}. To this end, we design a338

gadget G2s with the following property:339

1. there are distinguished 2s nodes v1, v2, . . . , v2s on the left side, each vi is incident to a340

unique edge ei,341

2. there are also some additional internal nodes on the left and on the right and some342

constraints that concern both the internal and the distinguished nodes,343

3. if none of the edges ei belongs to M then it is not possible to satisfy the constraints of344

G2s,345

4. for any nonempty subset S of distinguished nodes, it is possible to select some of the346

edges with both endpoints being internal nodes in such a way that, together with the347

edges ei for i ∈ S, they satisfy all constraints of G2s.348

We will first show that G4 exists, and then explain how to obtain G2(s+1) from G2s.349

I Lemma 7. G4 with the sought properties exists.350

Proof. G4 consists of nodes v1, v2, v3, v4 and internal nodes v′1, v′2, v′3, v′4 and x, y, z. We351

set ei = (vi, v
′
i) for i = 1, 2, 3, 4 and create the following constraints: {v1, x} × {v′1, y},352

{v2, x} × {v′2, y}, {v3, z} × {v′3, y}, {v4, z} × {v′4, y} and {y} × {x, z}. See Figure 6.353

Assume that none of the edges ei belongs to M . By symmetry, we can assume that354

(x, y) ∈M . But then we must have (v′3, z), (v′4, z) ∈M , which is impossible.355

Let S be a nonempty set of distinguished nodes. By symmetry, we can assume that356

v1 ∈ S. Then, we include (y, z) ∈M and if e2 /∈ S we also include (v′2, x) ∈M . J357
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v1 v2

v3 v4

e1 e2

e3 e4

v′1

v′3 v′4

v′2

x

y

z

v1

v3 v4

e1

e3 e4

v2

v5 v6

e2

e5 e6

Figure 6 Gadgets G4 (left) and G8 (right).

I Lemma 8. G2(s+1) with the sought properties can be obtained in polynomial time from358

G2s with the sought properties.359

Proof. We take a copy of G2s, let its distinguished nodes and their corresponding edges360

be v1, v2, . . . , v2s and e1, e2, . . . , e2s. We also take a copy of G4, let its distinguished nodes361

and their corresponding edges be u1, u2, u3, u4 and f1, f2, f3, f4. To obtain G2(s+1) we362

identify v2s with u1 and add a constraint that enforces including e2s or f1. in M . The363

distinguished nodes and their corresponding edges of G2(s+1) are v1, v2, . . . , v2s−1, u2, u3, u4364

and e1, e2, . . . , e2s−1, f2, f3, f4.365

Assume that none of the edges e1, e2, . . . , e2s−1, f2, f3, f4 belongs to M . Either e2s /∈M366

and we obtain that none of the edges e1, e2, . . . , e2s belongs to M , or f1 /∈M and none of the367

edges f1, f2, f3, f4 belongs to M . In either case we obtain a contradiction by the construction368

of G2s or G4.369

Let S be a nonempty set of distinguished nodes and assume that v1 ∈ S (other cases are370

essentially the same). We set S′ = S ∩ {v1, v2, . . . , v2s−1} and S′′ = (S ∩ {u2, u3, u4})∪ {u1}.371

Then S′, S′′ 6= ∅, and by assumption we can select some of the edges with both endpoints372

being internal nodes of G2s or G4 in such a way that, together with the edges ei for i ∈ S′373

and fj for j ∈ S′′, they satisfy all constraints of G2s and G4. Additionally, the constraint374

that enforces including e2s or f1 is satisfied by taking f1. So, by selecting the edges with375

both endpoints being internal nodes of G2s or G4 together with f1 we obtain a set of edges376

with both endpoints being internal nodes of G2(s+1) that, together with the edges associated377

with the nodes in S, satisfy all constraints of G2(s+1) as required. J378

With the gadget G2s in hand, we are ready to complete the reduction. By duplicating379

the graph H we can assume that n = 2s. We add n− k copies of the gadget G2s to G. Let380

v1, v2, . . . , v2s be the distinguished nodes of one such copy. We identify vi with the node i381

on the left side of G. This guarantees that for each gadget we must have a unique node i382

such that (i, 1), (i, 2), . . . , (i, n) /∈M . We claim that the resulting graph G has a matching383

that satisfies all the constrains if and only if H admits a vertex cover of cardinality at most384

k. In one direction, consider the set C consisting of all nodes i ∈ {1, 2, . . . , n} such that385

(i, 1), (i, 2), . . . , (i, n) /∈M . By the properties of G2s, |C| ≤ k. We need to argue that C is a386

vertex cover. Consider any (u, v) ∈ E. Due to the constraint {u, v}×{u, v}, one of the edges387

(u, u), (u, v), (v, u), (v, v) must belong to M . But then either u or v cannot be matched to388

any node not belonging to {1, 2, . . . , n}, so u ∈ C or v ∈ C as required. In other direction,389

let C be a vertex cover of H of cardinality at most k. For every i ∈ C, we include the edge390

(i, i) in M . This clearly satisfies every constraint {u, v} × {u, v} by C being a vertex cover.391
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Then, for every copy of G2s we choose a unique node i /∈ C (that is not matched to any other392

node yet) and use the properties of G2s to add its internal edges to M in such a way that,393

together with the edge associated to i, they satisfy all the constraints.394
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